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Introduction 

• Global Nuclear Fuel - Americas (GNF-A) fuel fabrication facility is involved in 

production, processing, handling, and storage of uranium oxides enriched to < 5 wt.% 

235U. 

• Monte Carlo codes are routinely used at GEH/GNF-A for criticality safety calculations. 

• Monte Carlo simulation of heterogeneous systems challenges code capability and 

computation efficiency. 

• Validation results of three Monte Carlo codes: GEMER, MCNP and SCALE are 

compared for homogenous and heterogeneous low enriched uranium (LEU) systems.  
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Introduction (cont.) 

• GEMER 1.2 is a GEH proprietary code and uses190 energy group cross 

sections from ENDF/B-IV library. 

• MCNP-05P is a GEH modified LANL MCNP5 (1.3) code and uses continuous 

energy cross sections from ENDF/B-VII.0 library. 

• SCALE6.1 is an ORNL code and uses both 238 group and continuous energy 

cross sections from ENDF/B-VII.0 library. 
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Heterogeneous System Modeling 

• Virtual Fill Option (VFO) in GEMER 
 

- Allows easy creation of heterogeneous models 

- Triangular-pitched arrays are easily created using geometry constructs (INTERS, 

SPINTERS, TRITERS). 

- Results in faster run time 

 

• Lattice cell in MCNP  

• Dodecahedral array in SCALE 
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Statistical Methodology 

USLSA (Upper Subcriticality Limit Statistical Analysis) is a statistical tool developed for criticality 

safety analysis code validation. 

 

USLSA provides: 

- A bias trend for benchmark experiments versus selected parameters by trending analysis, and 

then interpolates or extrapolates it to applications 

- Bias and bias uncertainty for benchmark experiments versus system parameters 

- Upper Subcriticality Limit (USL) for an application 

- Statistical justification of validity in USL, bias and bias uncertainty 
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Statistical Methodology 

 

Inputs: 

• calculated k
cal

, σ
cal 

• experimental k
exp

, σ
exp

 

• trending parameter 

• statistical parameters 

• margin of subcriticality (MoS) 

Is k
cal

 normally 

distributed? 

SSLTB (MC) or 

Nonparametric treatment 

Trending? 

WLS regression options: 

• polynomial 

• exponential 

(weighted by σ2) 

SSLTL method (weighted 

by σ2) 

Overall σ by combing σ
cal

 

& σ
exp

 

SSLPB: clear trending 

SSLTB: trending but not so 

 clear 

Does it pass statistical tests? 

• residual normality (all methods) 

• regression assumptions (SSLPB & SSLTB) 

• goodness-of-fit (SSLCB & SSLTB) 

• model significance (SSLPB & SSLTB) 

Outputs: bias, bias uncertainty 

and USL 

No 

No 

No 

Yes 

Yes 

Yes 

USLSA Flowchart 
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Statistical Methodology - Bias Determination 

   

USL 

 

Where, 

x = independent trending variable 

    = weighted mean of all kexp values 

b(x) = regression fit of bias 

Δb = bias uncertainty 

Δkm= minimum margin of subcriticality 
(MMS) 

kcalc = calculated keff value of 
benchmark experiment 

kexp = experimental keff value of 
benchmark 

kcalc(β; x) = regression fit of calculated 
keff values of benchmark experiments 

β = regression model parameters 

σi = overall uncertainty: 

 

 

σcalc = calculational uncertainty 

σexp = experimental uncertainty 

 

Bias 

 

WLS  

Regression 

 

 

 

Statistical 

Tests 

Regression Tests (residual assumptions): 
• Normality 
• Equal variance 
• Independence 
• Zero Mean 
 

Model Tests: 
• Goodness-of-fit (χ2 and reduced χ2 tests) 
• Magnitude of model effect (R2 and Radj

2) 
• Model significance (F test) 
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Statistical Methodology - Bias Uncertainty Estimation 

 Method Bias Uncertainty Notation Applicability 

 

SSLPB 

Single-Sided Lower 

Prediction Band 

 

 

L(x) = coefficient partial derivative vector evaluated at x 

S = design matrix 
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Benchmark Selection 

 

 

 

 

 

 

Benchmark Experiment Parameters 
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Benchmark Selection 

 

 

 

 

 

 

Homogenous System Benchmarks  - 49 LEU compound experiments 
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Benchmark Selection 

 

 

 

 

 

 

Heterogeneous System Benchmarks  - 48 LEU compound experiments 
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Validation Results - Homogenous Systems 
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Validation Results - Heterogeneous Systems 
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Validation Results - Upper Safety Limits 
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Conclusions 

 

 

 

 

 

 

• Validation results  for GEMER1.2, MCNP-05P and SCALE6.1-KENO-VI 

agree well for the systems evaluated. 

• GEMER calculated k
eff 

values are generally lower than  those calculated by 

MCNP or SCALE6.1-KENO-VI. 


